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A B S T R AC T  
 
Tensors and tensor decompositions have been very popular and effective tools for analyzing multi-
aspect data in a wide variety of fields, ranging from Psychology to Chemometrics, and from Signal 
Processing to Data Mining and Machine Learning. Using tensors in the era of big data presents us with 
a rich variety of applications, but also poses great challenges, especially when it comes to scalability 
and efficiency. In this talk, I will first motivate the effectiveness of tensor decompositions as data 
analytic tools in a variety of exciting, real-world applications, including Misinformation on the Web 
and Social Graph Analysis. Subsequently, I will discuss recent techniques on tackling the scalability and 
efficiency challenges by parallelizing and speeding up tensor decompositions, especially for very sparse 
datasets, including streaming scenarios where the data are continuously updated over time. Finally, I 
will discuss future directions in using tensor methods for characterizing and understanding deep 
neural networks and present encouraging preliminary results. 
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