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Abstract 

Deep learning approaches have been rapidly adopted across a wide range of fields because of their 
accuracy and flexibility. They provide highly scalable solutions for problems in object detection and 
recognition, machine translation, text-to-speech, and recommendation systems, all of which require 
large amounts of labeled data. This presents a fundamental problem for applications with limited, 
expensive, or private data (i.e. small data), such as healthcare. One example of these applications with 
the small data challenges is human in-bed pose estimation. In-bed poses provide information about 
the health state of the person and accurate recognition of these poses can lead to better diagnosis 
and predictive care. In this talk, I present the idea of using a small (limited in size and different in 
perspective and color) dataset collected from in-bed poses to retrained a convolutional neural 
network (CNN), which was pre-trained on general human poses. We showed that classical fine-
tuning principle is not always effective and the network architecture matters. For the specific human 
pose estimation CNN, our proposed fine-tuning model demonstrated clear improvement over the 
classical ones when applied on sleeping poses.  
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