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The “hype cycle” (2017-Gartner)
(In emerging technologies)
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“Priority Matrix” in data science and
machine learning (2017-Gartner)
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“Priority Matrix” in emerging technologies
(2017-Gartner)

benefit years to mainstream adoption
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Outline

A definition (or two)

e Altum Visum on deep learning networks
 Machine Learning: Myths & Realities
 Machine Learning as a process

e Explainable Artificial Intelligence

e Epilogue
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It’s all Greek to me

How we learn / know something:

 Techne (skill) - Knowing by doing. A carpenter learns to build by building, a
potter by making pots.

 Epistemé (science) - Knowing by demonstration. Scientific facts are capable
of being repeatedly demonstrated.

 Nous (intuition) - Knowing without the demonstration of invariable facts.

Nicomachean Ethics - Aristotle
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It’s still Greek to me

The pertinent questions :
what are we learning and why?
The Aristotelian answer:

The goal of episteme” Is to know truth from falsehood. The goal of
phronesis (nous) Isto know good from bad, and the goal of techne is to
know how to express and appreciate beauty.

The Aristotelian view:

Each of these kinds of knowledge Is a uniguely human capacity,
thus the aim of learning is to help human beings become more
fully human.

Nicomachean Ethics - Aristotle 0
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(Lay) Definitions — |

Learning: The activity or process of gaining knowledge or skill by
studying, practicing, being taught, or experiencing something. (Merriam
Webster Dictionary).

Machine: a mechanically, electrically, or electronically operated device for
performing a task. Archaic : a constructed thing whether material or
Immaterial. (Merriam Webster Dictionary).
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(Lay) Definitions - I

« Artificial Intelligence (Al): the broader concept of machines being
able to carry out tasks in a way that we would consider “smart”. !

Machine Learning (ML): a current application of Al based around the

Idea that we should really just be able to give machines access to data
and let them learn for themselves. !
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Artificial Intelligence Waves
-

The first wave of Al offeA

Enables reasoning over

Perceiving narrowly defined problems
Three waves of Al
Abstracting Mo learning capability
Reasoning and poor handling of

uncertainty

Handcrafted Knowledge

StatlSt (c Leam ng The second wave of Al ORRPA
Contextual Adaptation
i L — eadlidnn cpatates
Abstracting ] L.
Reasoning B No contextual capability and

minimal reasoning ability
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Artificial Intelligence Waves

The (future) third wave of Al dffm The third wave of Al oARPA

i m._"_?‘:ﬁ
: b Perceiving
Contextual adaptation L 0 Lsaming
y v modsl Abstracting
"N 1A Reasoning
Systems construct contextual explanatory models \ jﬂ \
for classes of real world phenomena - mﬁﬁ] = reason
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(Lay) Definitions - [lI

“Deep learning is a
particular kind of machine
learning that achieves great power

and flexibility by learning to Input Layer
represent the world as nested

hierarchy of concepts, with each

concept defined in relation to Hidden Layer
simpler concepts, and more

abstract representations

computed in terms of less abstract Output Layer
ones.”
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Outline

e A definition (or two)

 Altum Visum on deep learning networks
 Machine Learning: Myths & Realities
 Machine Learning as a process

e Explainable Artificial Intelligence

e Epilogue
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The two sides of the debate on DNN

DL will solve all of our 4 o/ DL is all hype!
problems!

Image credit: Diego Almeida (Enlitic), 2016
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Deep Neural Networks — Where we are

June 2017

Frameworks & Libraries

NN

JSe %!
Y

Large and complex models

1
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Training Hardware
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Modern Deep Neural Networks (DNN)

DEEP LEARNING APPROACH

Errors

Train:
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DNN - Algorithmic Innovation

The resulting
m products forthe
firstchunk are summed
up, and the total is put
downinone cell ofa
grid. Then the filter
moves over one pixel to
the right and looks at
the next 3-by-3 chunk.

sunsel

For each digital image, a CNN uses many
u layers of convolutional filters. Finally, the last
convolutional layer outputs all of its feature maps
toa “fullyconnected” layer, which examines the convolution + max punling vec
maps in their entirety. The CNN uses several fully : i
connected layers to make a final determination nonlinGarity
about the image’s content.
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convolution + pooling layers

fully connected layers  MNx binary classification

Total: Images (typical RGB)

0 [-20]18 i l J'

Convolutional layer 1

Single depth slice
e 2 | 4

Filter 1
RLU

Filter 999
RLU

TTor o Max pooling Max pooling 4 4 max pﬂﬂl w“h 2x2 ﬁlters ,|
| J, l 5| 6|7 |8 and stride 2 6 | 8
18| 80| 80 | 31
Feature map (XX Feature map > —— i |
65 | 81
AR 321 3|4

RECTIFIED MAX

LINEAR UNIT (RLU) POOLING el T

Filter 1
RLU

Filter 999
RLU

Two more simple steps finish

n this filter's work. In the rectified Max pooling Max pooling
linear unit (step RLU), the negative
numbers in the grid are replaced with l l -
zeros. Inthe max pooling step, the
highestvalue ineach 2-by-2 chunk Feature map eee Feature map y
of gridis selected. The end result
isa simple set of numbers called l l

afeature map.

Fully connected layer

Fully connected layer

74 | 3B |66 | 4b
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Convolutional NN (DNN) in popular blogs - |

2. Sherlock builds 1st set of feature maps,
1. Input Image looking for basic features like lines, colors and

basic shapes
3. Sherlock builds 2nd set of feature

maps, looking for more complex features
like nostrils, eyes, or lips

&4 magnifying
glasses for

16 magnifying 64 feature maps

glasses for
16 feature maps

Sherlock Holmes
the "Feature Detective”..... ...
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Convolutional NN (DNN) In popular blogs - Il

Convolutional Neural Net (CNN)

262,144 (H) »« 1 (W) x 1 (D) F(H) =1 (W)x1l[D)
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D [ 2 CLASSIFIER

Inputs - How computers see Flatten - Lining up all the clues
Feature Detection - Think like Sherlock Holmes

Convolution Math - Sherlock Holmes' detective kit

Fully Connected - Connecting the dots in the case

Logit + Softmax - Cracking the case

O o N O

RelLU - Non-linear pattern recognition Cross-Entropy Loss - Sherlock’s "rightness/wrongness’

g & W N =

Max Pooling - Keeping the most important clues
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A mostly complete chart of
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http://www.asimovinstitute.org/neural-network-zoo/

Training Hardware

Deep Learning Hardware (2016)

GPUs: Nvidia is dominating

One of the first GPU neural nets was on a r“"D|A®

NVIDIA GTX 280 up to 9 layers neural
network. (2010 Ciresan and Schmidhuber)

Nvidia chips tend to outperform AMD

More importantly, all the major frameworks
use CUDA as first-class citizen. Poor
support for AMD’s OpenCL
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Libraries — A ‘revolution’ in the making ?

Python For Data Science Cheat Sheet

You'll use the lgand spa:z modules. Note that : |  contains and expands on
: Matrix Functions
= - Creating Matrices Addition

O

The SciPy library is one of the core packages for S
scientific computing that provides mathematical @ Sci F:"-Tr Basic Matrix Routines

algorithms and convenience functions built on the
MumPy extension of Python.
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Trace
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Frameworks & Libraries — |

TensorFlow

Created by Google
TensorFlow is written with a Python APl over a C/C++ engine

TensorFlow generates a computational graph (e.g. a series of
matrix operations) and performs automatic differentiation

Cons:
Uses Python + Numpy e Slower than other frameworks!"
Lots of interest from the community e More features, more abstractions than torch
Highly parallel, and designed to use various e Not many pretrained models yet
backends (software, gpu, asic)
Apache License

https://arxiv.org/pdf/1511.06435v3.pdf
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June 2017

Data-Knowledge spectrum

--NO KNOWLEDGE

e.g., almost everything!

PARTIAL UNDERSTANDING OF DATA
e.g., visual object detection

MATHEMATICAL MODEL OF DATA
e.g., logistic modeling of growth

LAWS OF NATURE
e.g., Newton's second law

KNOWLEDGE
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Image Credit : Ferenc Huszar

1 WAS WINNING
IMAGENET

o

a
i

The “Data Sets” (laboratory style)

Image credit: Xuedong Huang -||

‘ m a g e N et: M | C rO S Oﬁ Next  TneOffcial MicrosoftBlog  TheFreHose  Microsoft Onthe lssues  Transfomn
20'] 5 R N J[ Microsoft researchers win ImageNet
ESNE computer vision challenge
The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) evaluates algorithms for object detection and image classification at large scale
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ImageNet Classification top-5 error (%

'UNTILA
DEEPER MODEL
CAME ALONG >

f-%«’ The Edward S. Rogers Sr. Department FACULTY
Sl f Electrical & Computer Engineering gglé:gélin

an
UNIVERSITY OF TORONTO 'ENGINEERING




Deep Learning = Real World Problems

What matters: Real-world label distributions; Understanding black box
models; Pre-training.

If you want to build a system which detects lymph nodes in the human body in
Computed Tomography (CT) images, you need annotated images where the lymph node is labeled.
This is a rather time consuming task, as the images are in 3D and it is required to recognize very
small structures. Assuming that a radiologist earns 100%$/h and can carefully annotate 4 images per
hour, this implies that you incur costs of 25% per image or 250k$ for 10000 labeled images.
Considering that you require several physicians to label the same image to ensure close to 100%
diagnosis correctness, acquiring a dataset for the given medical task would easily exceed those
250ks$.” 1

If you want to build a system that makes credit decisions, you need to know who is
likely to default so you can train a machine learning system to recognhize them beforehand.
Unfortunately, you only know for sure if somebody defaults when it happens. Thus, a naive strategy
would be to give loans of say 10k$ to everyone. However, this means that every person that defaults
will cost you 10k$. This puts a very expensive price tag on each labeled data point.” 1
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Deep Learning = Real World Problems

What matters: Real-world label distributions; Understanding black box models; Pre -training.

Researchers at the University of Pittsburg in the late 1990s evaluated machine
learning algorithms for predicting mortality rates from pneumonia. The algorithms recommended that
hospitals send home pneumonia patients who were also asthma sufferers, estimating their risk of
death from pneumonia to be lower. It turned out that the dataset fed into the algorithms did not
account for the fact that asthma sufferers had been immediately sent to intensive care, and had
fared better only due to the additional attention.” 1

Pre-training: cheap Large datasets on related domain

Fine-tuning: expensive well-labeled data

Performance
bhboost!
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Deep Learning - Real World Problems
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Neural Nets - The Achilles Heel

o Great empirical achievements (in certain application areas) were
obtained with hardly any theoretical understanding of the underlying
paradigm.

 The optimization employed In the learning process is highly non-convex
and intractable from a theoretical viewpoint.

* Proponents offer very little interpretability of the found solution or
understanding of the underlying phenomena.
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Neural Nets - Challenges

Statistically impressive, but
Individually unreliable

‘Deep Visual-Semantic Alignments for
Generating Image Descriptions”

by Andrej Karpathy, Li Fei-Fei (CVPR
2015).

a young boy is holding a
baseball bat 36
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http://cs.stanford.edu/people/karpathy/cvpr2015.pdf
http://cs.stanford.edu/people/karpathy/
http://vision.stanford.edu/

Neural Nets - Challenges

Panda - o Gibbon

less than 1% N _
57.7% confidence targeted distortion 99.3% confidence

King penguin Starfish
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Neural Nets - Challenges

&*' TayTweets (3 L Follow
B o

@ReynTheo RITLER DID NOTHING WRONG!

dil SEMa

#2 The Edward S. Rogers Sr. Department
& of Electrical & Computer Engineering

-’-f UNIVERSITY OF TORONTO




Outline

e A definition (or two)

e Altum Visum on deep learning networks

e Machine Learning: Myths & Realities
 Machine Learning as a process

e Explainable Artificial Intelligence

e Epilogue
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Myth

Machine Learning = Deep Neural Networks

Quiz question: When the term “A.l. Winter” was invented and why ?

40
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Machine Learning Algorithms Cheat Sheet

Prefer

Categorical

ZduUS5iar

Mixture Mode Probability Variables
P Need to
daticiie Specify k

Data Is

Too Large Explainable

Maive Bayes

Credit: Hui Li, SAS Analytics, April 2017
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Hierarchical

hical

Speed or
Accuracy
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RACY

START

Dimension
Reduction
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Have
Reponses

Unsupervised Learning: Dimension Reduction

Topic = T ** Latent Dirichlet
Misthliog Probabilistic

aliNguiar Yalue

P e St
Lecomposition

Principa
Component

Anaiysis

Predicting
MNumeric

Supervised Learning: Regression

F Decision Tree
Speed or Pt -
Accuracy Linear Regrassior
ACCURACY

Random Forest
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eality

Deep Boltzmann Machine (DEM)
Deep Belief Metworks (DBN)

Deep Learning

Comnvolutional Meural Metwork (CHMN)

Stacked Auto-Encoders

Random ForeYt

Cradient Boosting Machines (GEM)

Boosting |

Bootstrapped Aggregation (Bagging)

Ensemble

AdaBoost

Stacked Generalization (Elending)

%
%
i

[ |

|

Gradient Boosted Regression Trees (GERT)

Radial Basis Function Metwork (REFM)

Perceptron |

Meural Metworks

Back-Propagation
Hopfield Metwork

Ridge Regression

Least Absolute Shrinkage and Selection Operator (LASSO)

Regularization

Elastic Met

Least Angle Regression (LARS) :
Cubist

One Rule (OneR) -

Zero Rule (ZeroR)

Repeated Incremental Pruning to Produce Error Reduction (RIPPER)

Linear Regression

Ordinary Least 5quares Regression (OL5R)

Stepwise Regression

Multivariate Adaptive Regression Splines (MARS)

Locally Estimated Scatterplot Smoothing (LOESS)

Logistic Regression

Rule System

-, Regression ./
.}—

Maive Eayes

Averaged One-Dependence Estimators (AODE)

Eayesian Belief Metworlk (EEM)

Bayesian |~
—————%

Caussian Maive Bayes

Multinomial Maive Bayes

Bayesian Metwork (BM)

Decision Tree

Classification and Regression Tree (CART)

Iterative Dichotomiser 3 (ID3)
C4.5
C5.0

II_
l.
I -

-"_:___Machine Learning Algorithms

Dimensionality Reduction

Chi-sgquared Automartic Interaction Detection (CHAID)

Decision Stump

Conditional Decision Trees
M5

Principal Component Analysis (PCA)

[ Partial Least Squares Regression (PLSR

sammon Mapping

Multidimensional Scaling (MDS)

Projection Pursuit

Principal Component Regression (PCR)

Instance Based

Partial Least Squares Discriminant Analysis

Mixture Discriminant Analysis (MDA)

Quadratic Discriminant Analysis (QDA)

Regularized Discriminant Analysis (RDA)

_ Flexible Discriminant Analysis (FDA)

. Linear Discriminant Analysis (LDA)
k-Mearest Neighbour (kNMN)
Learning Vector Quantization (LVQ)

Self-Organizing Map (50M)
Locally Weighted Learning (LWL)

k-Means

" k-Medians

_ Clustering

Expectation Maximization

Hierarchical Clustering
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Reality or Myth: The four Seasons

System X is able
to beat a human at game Y!

Let's try system X for
something else!

i
e | e s

MNew GPU's are out,
let's try training system Z
on game Vy!

Fevn penatAtan o MmesarcharE amd Tumding) Syﬂtem _:l!: |5 dumb
it lacks "common sense”

ut. .. Al winter. ..

e Let's equip system X

. I |
It kinda works but mehhh, with common sense:

not really What is common sense? EAI
Let's create a dataset that
“makes sense” as common
sense...

http://blog.piekniewski.info/2016/08/23/the-
peculiar-perception-of-the-problem-of-
perception/
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Cconsider

“If your only tool 1s a hammer, then all of the problems
look like nalls”.

Abraham H. Maslow (1962) via S. (Pas) Pasupathy (1999).
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Engineering Cycle of Machine Learning
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Machine Learning: Engineering Architecture
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What I1s the expected impact & where

Machine learning has great impact potential across industries and use case types Impact potential
Low High

Transport and

Automotive
Manufacturing
Consumer
Agriculture
Health care
Pharma-
ceuticals
Telecom
logistics

Problem type

Real-time
optimization

Strategic
optimization

Predictive
analytics

Predictive
maintenance

Radical
personalization

Discover new
trends/anomalies

Forecasting

Process
unstructured data

SOURCE: McoKinsey Global Instifute analysis
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A definition revised:

“Machine learning (ML): a subset of artificial intelligence (Al) Is
more than a technique for analyzing data. It's a system that is
fueled by data, with the ability to learn and improve by using
algorithms that provide new insights without being explicitly
programmed to do so.”

Gartner, “Preparing and Architecting for Machine Learning”, Technical Professional Advice, published January 17, 2017.
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Explainable Artificial Intelligence

@ Concept: Explainable Artificial Intelligence
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Explainable Artificial Intelligence (XAl)
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An old (?) paradox

The Moravec’s Paradox (1988): “it Is comparatively easy to make
computers exhibit adult level performance on intelligent tests or playing
checkers, and difficult or impossible to give them the skills of a one-year-

old when it comes to perception and mobility” . !

1 Hans Moravec, Mind Children: The Future of Robot and Human Intelligence, Harvard University Press, 1988,

(ISBN 0674576187).
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https://en.wikipedia.org/wiki/Special:BookSources/0674576187

Big Picture
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Epilogue

Machine learning iIs best-suited for dealing with big, albeit curated, data.

Supervised networks (DNN) can learn semantically relevant representations
useful in areas such as (image) classification, content-aware advertising,
content filtering, social networks.

Preparing data for Machine Learning pipelines is challenging.

Machine Learning implies “learning” — the ability to generalize from experience
— not yet there.
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Thank you!

kostas@ece.utoronto.ca

www.dsp.utoronto.ca
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